Impact of the Hash Rate
on the Theoretical Fork Rate of Blockchain

Akira Sakurai
Tokyo Institute of Technology
Tokyo, Japan

Abstract—Forks in a blockchain make it less secure. So the
fork rate can be used as a measure of security. Theoretical fork
rates have been used in a number of studies, not all of which
consider the distribution of hash rates. In this paper, we propose
a theoretical fork rate that considers the distribution of hash
rates. We compare this theoretical fork rate that considers the
distribution of hash rates, a theoretical fork rate that does not
consider the distribution of hash rates, and the real fork rate
obtained by simulation experiments. Using a simulator, we show
that the proposed theoretical fork rate is closer to the real value.

Index Terms—blockchain, fork rate, block propagation time

I. INTRODUCTION

Blockchain is a distributed ledger that is the underlying
technology of cryptocurrencies such as Bitcoin [1].

A fork is a branching of the blockchain. The fork rate is
the percentage of forked blocks out of the total number of
blocks created. Forks are caused by malicious nodes and block
propagation delays [2].For example, a fork occurs when a node
successfully generates a block and another node that has not
received the block generates another block. A fork divides the
computational resources used for proof of work (PoW) in the
network, increasing the risk of double spending attacks and
selfish mining [3].

In [2], a theoretical fork rate that does not consider the
distribution of hash rates is used. This is likely due to the
difficulty of knowing the distribution of hash rates in a real
blockchain network. However, such a theoretical fork rate may
deviate from the real fork rate when the distribution of hash
rate is biased. Based on the above, in this paper, we first show
that Ty = TF holds in order to define the theoretical fork
rate considering the distribution of hash rates, where Tyy is
the average block propagation time weighted by the hash rate,
T is the block generation interval, and F’ is the fork rate. This
once again confirms the strong relationship between fork rate
and block propagation time. We also define the theoretical fork
rate from this relationship. This theoretical fork rate takes into
consideration the distribution of hash rates. In this paper, we
compare this theoretical fork rate with a theoretical fork rate
that does not consider the distribution of hash rates and the
real fork rate. Using a simulator, we show that the theoretical
fork rate that takes into account the distribution of hash rates
is closer to the real fork rate.

In section II, we show that Ty, = TF' theoretically. In
section III, we show the effectiveness of the theoretical fork
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rate defined from Ty = T'F' compared to the theoretical fork
rate that does not consider the distribution of hash rates. In
section IV, we describe the application of the theoretical fork
rate to real blockchain networks and simulation experiments.
Section V gives a summary and describes future work. In the
appendix, we show through experiments that Ty = TF' holds
under various conditions, and that the theoretical fork rate
defined from Ty, = T'F is effective as an evaluation criterion
for blockchain networks.

II. THEORETICAL VERIFICATION

Here we show from a theoretical point of view that Ty, =
TF holds.

Let p be the probability of generating a valid block in one
hash calculation, V' be the set of nodes participating in the
blockchain network, and M;(i € V') be the hash rate of each
node ¢. At this time, the block generation success probability
does not depend on the previous hash calculation. Therefore,
the probability of successfully generating a block in N hash
calculations is (1 — p)~1p. Therefore, the average number
of hash calculations required to successfully generate a block
is 1/p. From this, if the hash rate of the entire network is
Maui =" icv M;, the expected value of the block generation
interval of the entire network is 1/(p - Mgy;); let this be T.

Next, we show the fork rate when node ¢ succeeds in
creating a block. u;(t) is the sum of the hash rates of nodes that
have not yet received a block after ¢ units of time since node
i successfully generated a block. This w;(t) takes a different
value for each block even if the same 7 is used, but for the sake
of simplicity, we assume that it does not depend on individual
blocks. Then, the probability that node 7 succeeds in creating
a block and the block is distributed throughout the network
without forks is (1 — p)Jo~ %4 Therefore, the probability
F; that a fork will occur before the block created by node ¢
spreads throughout the network is as follows.

Foo= 1 (1-p)wow
= p-/ w;(t)dt (p<kl)
0

00 ui(t)
T

Then, the fork rate is F' =), M; - F; /M.
Next, we show in more detail the relationship between
the block propagation time, specifically the average block
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TABLE I
Fr, Fyy AND Fy WITH VARIOUS DISTRIBUTIONS OF HASH RATES.

Fr Fw Fw/Fr Fn Fn/Fr
Distribution (1) | 0.001308 0.001299 0.993 0.001299 0.993
Distribution (2) | 0.001318 0.001277 0.969 0.001280 0.971
Distribution (3) | 0.001148 | 0.001128 0.9826 0.001266 1.103
Distribution (4) | 0.000990 | 0.001040 1.051 0.001270 1.283

propagation time weighted by the hash rate, and the fork rate.
Tw ;, the average block propagation time weighted by the hash
rate when node ¢ successfully generates a block, is as follows.

)
Twi: = —t - —2dt
W /0 Moy

u}(t) in the equation in the integral on the right side indicates
the derivative of u;(t). Actually, u;(t) is not differentiable, but
herc/e we treat u;(t) as differentiable for simplicity. Therefore,
—X}—i’? indicates the amount of change in hash rate ratio for
the entire network that received the block after ¢ units of time
have passed since the block was generated. We obtain the

following result by further integration by parts.

=, ult)
/0 —t - Mo dt
{[=t-wi(]F + Jo wi(t)dt}
Man

= A

Tw, =

~ TF, 2

We take the average based on the distribution of hash rates by
averaging both sides and obtain the following result.

Ziev Mv : TW,i
Moy
Ziev M;-T-F
Moy
- TF 3)

Ty =

What this formula means is that the average block propagation
time weighted by the hash rate is equal to the product of the
block generation interval and the fork rate. In reality, formula
(3) may not hold due to forks or other factors.

III. EXPERIMENT

We define the theoretical fork rate Fy = Ty /T from the
relationship shown in section II between the fork rate, the
average block propagation time weighted by the hash rate,
and the block generation interval. Fy takes into account the
distribution of hash rates, as is clear from the definition. On
the other hand, we define the theoretical fork rate Fy without
considering the distribution of hash rates as follows.

Joo 1= f()dt

Fy = T
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Fig. 1. FRr, Fy and Fjy with various distributions of hash rates.

f(¢) indicates the percentage of nodes that have received the
block ¢ units of time after the block was created. Originally,
this variable could take a different value for each block. Here,
the mean of the values for each block is treated as f(¢). Such
a theoretical fork rate that does not consider the distribution
of hash rates is used in various studies [2] [4].In this section,
we compare the theoretical fork rates Fy and Fy and the real
fork rate F'p obtained by conducting simulation experiments
with various distributions of hash rates. We show that Fyy is
closer to the value of Fr than Fly.

We used SimBlock [5] for the simulation. The number of
nodes was 1000, the maximum number of inbound connections
was 125, and the number of outbound connections was 8,
reconnecting every 10 blocks. All experiments were performed
with a maximum block height of 100000. The experiments
were conducted on the following four distributions of hash
rates.

Distribution (1):

Let the hash rate of all nodes be 4 - 10%(/sec)
uniformly.

Distribution (2):

Let the distribution of hash rates be a normal distri-
bution with an average of 4-10°(/sec) and a standard
deviation of 1 - 10°(/sec).

Distribution (3):

Let the distribution consider the current Bitcoin
distribution of hash rates [6]. Assuming that there
are mining pools, we simulate nodes with high hash
rates. Specifically, we randomly select six nodes and
let their hash rates be 1.50-10%, 1.33-10%, 9.33-107,
8.06 - 107, 5.06 - 107, and 1.26 - 107(/sec). Let the
distribution of the hash rates of the other nodes be a
normal distribution with an average of 4 - 10°(/sec)
and a standard deviation of 1 - 10°(/sec).

Distribution (4):

Let the distribution consider the current Ethereum [7]
distribution of hash rates [8]. As with distribution (3),
we assume there are mining pools and simulate nodes
with higher hash rates. Specifically, we randomly
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select five nodes and let their hash rates be 3.31-108,
1.60- 108, 1.14- 108, 8.00- 107, and 5.71 - 107(/sec).
Let the distribution of the hash rates of the other

TABLE II
Fw, Fr AND Ty UNDER VARIOUS CONDITIONS.

nodes be a normal distribution with an average of

4-10°(/sec) and a standard deviation of 1-10°(/sec). 3019 0.05% 18 0.013‘1/‘;77 Fg[fgg;’R TW;?;CC)

Table I and Figure 1 show the experimental results. It can _ 2015 0.001916 | 0.001845 | 0.963 1112
be seen that Iy is close to F'r in all distributions (1) to (4). Reg1on—st:11§§g()rr11e1ghbor 0.001228 | 0.001254 1.021 755
In the case of distribution (1), Fiv is close to Fyy because | Without compact block relay | 0.004588 | 0.004695 | 1.023 2814
the hash rate follows a uniform distribution. In the case of
distribution (2), the hash rate follows a normal distribution,
but even in this case there is no significant difference between 0.005 x1.023
Fg and Fy. In distributions (3) and (4), the distributions of o
the hash rates are greatly biased by introducing nodes with 00035
high hash rates. In this case, the values of F'r and Fly diverge 2 0003
greatly. £ Ooogzi 0,963

IV. APPLICATION 00015 X098 xL.021

Based on the experimental results in the appendix, we con- Oooﬁgi

sider applying the theoretical fork rate Fyy to real blockchain 0
2019 2015 region-based without compact

networks and simulation experiments.

To apply the theoretical fork rate Fyy to a real blockchain
network, it is necessary to know the distribution of hash rates.
Therefore, we plan to estimate the distribution of hash rates
from the block generation rate of each node.

From the experimental results in the appendix, when mea-
suring the fork rate of a blockchain network in a simulation
experiment, it is necessary to simulate many blocks. On
the other hand, by using the theoretical fork rate Fyy, it is
possible to determine the fork rate of the network quickly and
accurately.

V. CONCLUSION AND FUTURE WORK

This paper shows that the average block propagation time
weighted by the hash rate is equal to the product of the block
generation interval and fork rate. Based on this relationship,
we defined a new theoretical fork rate. Furthermore, we
conducted simulations to show that our theoretical fork rate
Fyy is closer to the actual fork rate F'r than the theoretical fork
rate F'y, which does not consider the hash rate distribution,
under various distributions.

In the future, we plan to evaluate block propagation accel-
eration methods such as neighbor node selection [9] using the
theoretical fork rate Fyy presented in this work.
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APPENDIX

Here, we show that the relationship described in II holds
even in more complex situations. We also show the effective-
ness of the theoretical fork rate Fy on the convergence speed.

As in the experiment above, we used SimBlock with 1000
nodes, 125 inbound connections, and 8 outbound connections,
reconnecting every 10 blocks. All experiments were performed
with a maximum block height of 100000.

We investigated Fyy, Fr and Ty under various conditions.
The details of each condition are as follows.

2019:
All nodes in SimBlock belong to one of six regions.
We use the 2019 regional bandwidth and latency
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Fig. 3. Tr and Ty per block height.

available in SimBlock [10]. Let the distribution of
hash rates be a normal distribution with an average of
4-10%(/sec) and a standard deviation of 1-10°(/sec).
We use compact block relay [11] and choose neigh-
bor nodes randomly.

2015:
We use the 2015 regional bandwidth and latency
available in SimBlock. The other conditions are the
same as those of 2019.

Region-based neighbor selection:
We apply region-based neighbor selection [12]. With
this method, the number of connections between the
same regions among the outbound connections of
each node is set to 6. The other conditions are the
same as those of 2019.

Without compact block relay:
We do not apply a compact block relay. The other
conditions are the same as those of 2019.

Table II and Figure 2 show the experimental results. As seen,
Fy matches F'r with high accuracy under all conditions. This
shows that formula 3 holds even in complicated situations.

The next experiment demonstrates the effectiveness of the
proposed theoretical fork rate Fyy from the viewpoint of
convergence speed. As shown in Figure 3, Fy is faster and
more stable than F'r. From this experimental result, we can see
the effectiveness of the theoretical fork Fy when evaluating
the blockchain network.
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