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Abstract—Development of a decent parallel simulator is challenging work. It should achieve enough performance, scalability and fault tolerance. Our proposal is utilizing general-purpose data processing engines such as MapReduce implementations for parallel simulation. Widely used and mature engines take away a large part of the development effort and support scalability and fault tolerance. We demonstrate that a parallel discrete-event simulator can be implemented on such engines, Apache Hadoop and Apache Spark, by modeling message passing of distributed systems on MapReduce key-value processing model. Implemented simulators could handle $10^9$ nodes with 10 computers. Preliminary evaluation showed that our Spark-based simulator is about 20 times as fast as an existing simulator thanks to Time Warp.
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I. INTRODUCTION

Parallel simulation with multiple computers enables large-scale and possibly fast simulation beyond a single computer. There have been number of efforts to develop parallel simulators and they have achieved a certain amount of success in each application area. Development of a decent parallel simulator is challenging work. Desirable properties of such a parallel simulator include enough performance, scalability and fault tolerance. Scalability is rather easy to achieve, but it is not easy to achieve enough performance comparable even with a single computer and existing parallel simulators are hardly fault-tolerant. Furthermore, each parallel simulator duplicates development effort to achieve those desirable properties.

Our proposal is utilizing general-purpose data processing engines such as MapReduce implementations for parallel simulation. They can drive thousands of computers and provide fault-tolerance features. We can leave a large part of difficulties of the development caused by distributed nature to those engines. In addition, well-known engines are expected to be mature as software because they are used worldwide not only for simulation purposes.

We demonstrate that such simulator construction is possible by our implementation. Our discrete-event simulators run on data processing engines, Apache Hadoop [1] and Apache Spark [2], that support MapReduce [3] programming and processing model. The simulators implement message passing between nodes in distributed systems, that we modeled on key-value processing model of MapReduce. Experiments confirm that the simulators process a communication-intensive distributed system, Gnutella [4], that performs flooding of a search message over nodes. The simulators could handle $10^9$ nodes with 10 computers though they are not optimistic simulation.

Optimistic simulation with Time Warp [5] requires a larger amount of memory or storage to preserve simulation events and anti-messages than non-optimistic methods. Suppression of memory and storage consumption improves scalability of simulation targets. It should be especially effective for memory-based data processing engines such as Spark. Two techniques, Moving Time Window (MTW) [6] and Adaptive Time Warp (ATW) [7] could reduce the number of messages that reside on memory at the same time in return for an increase of simulation time.

Optimistic simulation contributed performance of our simulators. Our Spark-based simulator achieved high performance that is about 20 times of an existing simulator though the evaluation was very preliminary.

This paper is organized as follows. Section II reviews the present situation of parallel simulators. Section III describes our proposal and confirms its feasibility based on implementation and experiments. Section IV introduces Time Warp, an optimistic synchronization protocol into our simulators and reports experimental results with the message number reduction techniques.

II. RELATED WORK

There have been number of parallel simulators developed for their own simulation targets. In most cases communication between computers or CPU cores is accomplished by a simulator itself using shared memory, BSD socket API or a message passing library such as MPI. Overlay Weaver [8], [9] and dPeerSim [10] are peer-to-peer protocol simulators,
that support BSD socket-based distributed execution. Overlay Weaver is a real-time simulator, that can also work as a discrete-event simulator in non-parallel execution. dPeerSim is a discrete-event simulator, that implements Null Message algorithm [11], a non-optimistic synchronization protocol. ns-3 [12] is a discrete-event network simulator, that can run on multiple computers communicating with MPI. It implements non-optimistic synchronization protocols with MPI collective operations and the Null Message algorithm. dSUMO [13] is a distributed version of SUMO [14], a traffic simulator. It is based on BSD socket API. Above-mentioned simulators are not fault-tolerant and, in the first place, there are few parallel simulators that are tolerant of computer failures. There are MPI implementations supporting fault-tolerance techniques. For example, Open MPI [15] supports checkpoint and restart. But it is still an open problem to investigate how much a fault-tolerant MPI contributes to a fault-tolerant parallel simulator. A fault-tolerant MPI alone cannot make a parallel simulator fault-tolerant of computer failures. One of the reasons is that not all the states of a simulator are managed by MPI. A simulator may store the states on storage, not only on memory, and the checkpoint technique does not save them.

Parallel programming languages support development of a parallel simulator. XAXIS [16] is a multi-agent simulation middleware written in X10 [17], a parallel programming language. Megaffic [18] is a traffic simulation model on XAXIS. Their synchronization protocol is time-step-based as well as other traffic simulators such as SUMO. Simulator developers receive benefit from such a language and runtimes. They can utilize higher-level abstractions such as PGAS for parallel execution instead of low-level communication APIs. An implemented simulator runs on multiple runtimes including shared memory and MPI, that X10 supports. This approach is promising and different from our approach as follows. Performance and efficiency of parallel execution mainly depend on simulator developers while they depend on a data processing engine in our approach. Pros and cons of this approach are possibility of high-performance and difficulty in achieving high-performance. Fault-tolerance is another problem. This approach does not generally provide it due to difficulty of taking a snapshot of running programs though there have been attempts [19]. In contrast, our approach benefits from fault-tolerance features of a data processing engine. On a data processing engine, a state of a simulation target is always data and an engine reexecutes part of the simulation lost by a computer failure.

There have been attempts to run simulation on a data processing engine and even model a simulation target on MapReduce programming and processing model [20], [21], [22], [23]. Our contribution that differentiates our work from them include parallel discrete-event simulation and optimistic synchronization required to achieve high performance.

In our previous work [24], optimistic parallel simulation of peer-to-peer systems succeeded. Time Warp enabled optimistic parallel discrete-event simulation. In the work we developed a simulator from scratch in C++ language and MPI. It is not based on a data processing engine.

III. PARALLEL SIMULATION ON DATA PROCESSING ENGINES

The left part of Figure 1 is an architecture of a simulator utilizing data processing engines. A simulator is hosted by a data processing engine, and processes a simulation target. The right part of Figure 1 shows the structure of our implementation of the architecture. We implemented two simulators...
and each of the two runs on Apache Hadoop [1] and Apache Spark [2]. Our approach does not depend on a specific data processing engine. We demonstrate it by the two separated implementations. Hadoop is a software suite that implements Google’s infrastructure for storing and processing a large amount of data. It includes Hadoop MapReduce as its primary data processing engine. Spark is another data processing engine developed to be faster than Hadoop MapReduce. One of the reasons we chose them is their results in scalability. Hadoop could drive a computer cluster with 4500 computers [25]. Spark has been successfully launched on a cluster with more then 4000 cores [26]. Another reason is their fault tolerance feature. Both of them reexecute a failed task on another computer. Note that a task is part of a data processing job and each task is assigned to a computer.

The programming and processing model of Hadoop MapReduce is MapReduce [3]. Spark also supports the model. It is necessary for a simulation target to be represented in a model that a data processing engine supports. Otherwise the simulation target cannot be processed in parallel. In our case a simulation target has to be represented in the MapReduce model though investigating a better model is part of future work. Figure 2 depicts the MapReduce model. It does not assume computers, that called worker, have shared memory. A data item is a key-value pair. In map phase, a user-supplied map function generates key-value pairs from input data. Shuffle phase collects key-value pairs with the same key onto the same worker. The shuffle phase involves communication between workers in general. In reduce phase, a user-supplied reduce function processes the collected key-value pairs to generate output data. An iteration that consists of the three phases can repeat.

Our primary simulation target is distributed systems, especially peer-to-peer systems because the motivation of this research is difficulty in development of a parallel simulator for peer-to-peer systems [8], [9]. In a peer-to-peer system, a large number of nodes communicate each other by sending and receiving messages. A certain part of distributed systems are just alike. We could model peer-to-peer systems on the MapReduce model and Figure 3 shows the designed peer-to-peer model. A node and a message are represented by a key-value pair whose key is a node identifier (ID). A node ID can be concrete such as an IP address or abstract such as a number on a structured overlay network. Value part of a key-value pair is node information or a message body. Shuffle phase “delivers” a message to a node by this design. In case that a message key-value pair and a node key-value pair have the same node ID as its key, they are collected onto the same worker and the worker processes message reception by the node. Communication latency and error on a simulation target are simulated in a sending or receiving process based on network environment information that is shared by all the workers. A sending node embed send time into value part of a message, or calculates receive time and embed it. A receiving node adopts the embedded receive time, or calculates receive time based on the embedded send time.

Peer-to-peer systems are not the only simulation target that the MapReduce model can support. Figure 4 shows a model of wireless networks on the MapReduce model. A two- or three-dimensional Euclidean space is divided into partitions and the partitions have their IDs. Note that it is not necessary for a partition to be a square and elaborated partitioning leads to good load balance. Key part of a key-value pair is a partition ID for message delivery. Value part is node information or a message. A sending node calculates which partitions possibly receive the message and generates message key-value pairs for the partitions. In shuffle phase, a node and messages to the partition where the node resides are collected onto the same worker. The worker processes message reception. Car traffic and pedestrian traffic can also be modeled in this manner.

A simulation requires a simulation scenario. It describes events including node joins, leaves and query issues in case of peer-to-peer simulation. Our simulators convert a scenario into key-value pairs representing those events in advance.

We selected discrete-event simulation to implement while time-step-based simulation can run on the MapReduce model. Discrete-event simulation enables precise handling of simulated time but its performance was our concern. There is possibility that it processes very limited number of events such as message reception in an iteration of MapReduce even with bounded lag technique [27]. But we expected that an optimistic synchronization protocol would increase the number and the performance. It worked as we expected and contributed performance of our simulators as shown in Section IV-C.
A. Comparison among data processing engines

Our simulators have their own implementations of the peer-to-peer model, in which a large number of nodes communicating each other. On top of the peer-to-peer model we implemented Gnutella [4], a peer-to-peer system, as a simulation target to evaluate feasibility, scalability and performance of our approach. Gnutella is a query flooding-based protocol. In a Gnutella network a node issues a query to search target objects such as a movie content and a query is flooded over the network with the maximum number of hops, that is 7 in default.

All the experiments in this paper are conducted on a YARN cluster with one master computer running YARN’s ResourceManager and 10 worker computers running YARN’s NodeManager. All the 11 computers have the same setup shown in Table I. Table II and III show parameters for Hadoop MapReduce and Spark.

We measured execution time of Gnutella simulation with three network topologies as follows.

- Two-dimensional mesh
- Complex network generated by BA model where $m = 1$
- Complex network generated by BA model where $m = 2$

These three have different degree distributions. A two-dimensional mesh (2D mesh network) represents a Gnutella network in which almost all the nodes have connections to 4 neighbor nodes. This topology corresponds to the early days of Gnutella network, where the average number of neighbors is 3.4 [28]. In a real Gnutella network a part of nodes have an Internet access with higher bandwidth and they establish a larger number of connections to other nodes. Complex networks generated by Barabási-Albert model (BA network) [29] are scale-free and they represent such Gnutella networks.

In this section, in 2D mesh networks 20% of nodes issue a query each. In BA networks 100 queries are issued. The source node of a query is randomly chosen and the search target is another node randomly chosen. In all the following experiments there is one target object on a entire Gnutella network. The maximum number of hops (TTL) is 7, that is the default number of Gnutella protocol.

Figure 5, 6 and 7 show execution time of Gnutella simulation with 2D mesh, BA network ($m = 1$) and BA network ($m = 2$). In these experiments we did not adopt Time Warp [5], an optimistic synchronization protocol while Section IV premises it. Non-optimistic simulation can process a very limited number of message reception events at a time because it can process only the earliest events and a little more even with bounded lag technique [27]. In the worst case just one message reception is processed in an iteration of MapReduce over an entire data processing engine. But in these experiments it is not the case because communication patterns are simplified as follows. All the latest message reception events happen simultaneously and they are processed in an iteration because all the queries are issued simultaneously and the simulated communication latency is constant. More realistic simulation with precise time management requires optimistic simulation to process enough number of events in parallel.

Spark showed better performance than Hadoop MapReduce in all the experiments as it is designed to be. The minimum execution times of Spark and Hadoop MapReduce are about 90 second and more than 800 second as shown in Figure 6. The overhead of Hadoop MapReduce is certainly due to heavy processes between iterations, that include write-out and read-in on a distributed filesystem, and reinvocation of Java Virtual Machines. Spark removed them. Increase of execution time along scale of a simulated network is also larger with Hadoop MapReduce.
MapReduce than Spark.

Our approach benefits from improvement of data processing engines from Hadoop MapReduce to Spark as the experiments showed. More efficient and fast engines bring about further performance improvement. Spark for The Machine (Spark4TM) [30] is an example of such coming engines. It achieved from 3.8 to 5.8 times performance of the original Spark in basic operations by utilizing a shared memory pool. It is possible for simulators developed from scratch to achieve higher performance than our approach. But such a simulator requires a large amount of development work and it is more difficult to be mature as software due to a limited number of users compared with the data processing engines.

B. Scalability evaluation

We confirmed that our simulators could process a hundred million (10^8) nodes with 10 computers. The network topology is BA network (m = 2). Figure 8 shows the execution times. The number of nodes 10^8 is enough to simulate today’s running peer-to-peer systems. The largest one of them has a little less than 10^7 nodes [31], [32] to the best of our knowledge. Our target is the magnitude of 10^10 because it is the number of Internet-connected things in near future [33]. It is still our challenge but realistic because a data processing engine could run on thousands of computers [25].

dPeerSim could simulate 5.75 \times 10^6 nodes on a computer with 1.5 GB of memory and 84 \times 10^6 nodes on 16 computers [10]. Our number 10^8 nodes on 10 computers is comparable with it though dPeerSim simulated Chord, not Gnutella.

IV. OPTIMISTIC PARALLEL SIMULATION

Most data processing engines adapt bulk-synchronous parallel (BSP) [34] or its more-restricted subset such as MapReduce as its processing model. In our models of simulation targets, a simulated communication between nodes, agents or partitions requires a real communication between workers. In BSP or its subset, inter-worker communication happens only synchronously as shuffle phase of MapReduce.

Without an optimistic synchronization protocol, a BSP-based data processing engine can process only the earliest events on a synchronization. In the worst case, an iteration of MapReduce processes only one message reception event over an entire engine with number of workers. Bounded lag technique [27] increases the number of events per a synchronization but it is expected not to be able to fulfill a massive number of parallel workers on an engine. Our target is thousands of workers. Therefore our simulators implement an optimistic synchronization protocol Time Warp [5].

Time Warp requires a simulator to keep data for rollbacks. Such data include a snapshot of the simulated system or a log of changes of the simulated system. Note that we adopted taking a snapshot. A simulator also has to keep anti-messages to notify other nodes of a rollback. A simulator stores them on memory or disks.

Spark is generally faster than Hadoop MapReduce as shown in Section III. One of the reasons is that it keeps data on memory from map phase to reduce phase while Hadoop MapReduce writes them down to disks. The capacity of memory is limited compared with disks. It is important for simulating a large-scale system to suppress the amount of data that reside on memory at the same time.

We test two categories of data suppressing techniques. The technique in the first category is lazy cancellation [35]. It suppresses rollbacks on other nodes by suppressing wasteful sendings of anti-messages. The only cost of the technique is judgement of the need for anti-message sendings. It is a completely local process within a node and the cost is negligible. Techniques in the second category are Moving Time Window (MTW) [6] and Adaptive Time Warp (ATW) [7]. They involve a trade-off between suppression of the data and other factors. The techniques reduce the number of anti-messages by limiting time window for event processing. Instead the number of iterations to complete a simulation increases. MTW uses a fixed size of time window and ATW adjusts the size dynamically. ATW can adjust other parameters such as the number of messages a node processes once. But in this paper it adjusts the size of time window as well as MTW.

In the following experiments, the simulator is the Spark version. Gnutella runs on a 2D mesh network with 1,000 \times 1,000 = 10^6 nodes. 10,000 queries are issued by randomly chosen node at random timing during 100 second. The search target is randomly chosen another node as well as Section III.
A. Moving Time Window

Figure 9 shows experimental results with MTW. The results are execution times and the maximum numbers of messages that reside on a simulator at the same time. Anti-messages are also counted in addition to normal messages that simulated nodes intentionally send. MTW is enabled with various sizes of time window and lazy cancellation is applied. Infinity of the size of time window means MTW disabled. The case of infinity shows 133.1 second as its execution time, that is a little less than 147 second in Figure 5. It seems to be reasonable because the differences from Figure 5 are less queries and lazy cancellation enabled.

As the size of time window decreases the maximum number of messages decreases. Instead execution time grows as expected. 50 second of time window reduces the maximum number of messages to the half of the case without MTW but the execution time grows only 22% from 133.1 second to 162.7 second. This result suggests that MTW can double the number of nodes if anti-messages are dominant in memory consumption. The actual quantity of the trade-off and merit of it depend on each simulation target but we could confirm that MTW provides a trade-off between simulation scale and execution time.

B. Adaptive Time Warp

Figure 10 shows experimental results with ATW. Figure 10(a) shows execution times, (b) shows the number of iterations, and (c) shows the maximum number of messages that reside on a simulator at the same time. The initial size of time window is 100 second. The size is reduced by half in case the number of messages that reside on a simulator is larger than 3,000,000, that is a half of the maximum number of plain Time Warp shown in Figure 10(c). Otherwise 10 second is added to the size.

Lazy cancellation improved all the three kinds of numbers. For example, it reduced the execution time from 383.3 second to 138.0 second. Supposing lazy cancellation applied, the maximum number of messages decreased from $5.1 \times 10^6$ to $3.7 \times 10^6$ at the cost of the execution time, that increased from 138.0 second to 185.6 second. It is the same as MTW and expected. Increase of the number of iterations from 14.2 to 29.2 contributes increase of the execution time.

In these experiments ATW refers to the number of messages on an entire simulator to determine the size of time window. But it is possible for ATW to watch the number of messages on each worker. It may enable fine control of memory consumption over every worker. Investigating the best methodology or technique to control memory consumption is still part of open problems.

C. Preliminary performance evaluation

Here we try to evaluate performance of our Spark-based simulator by calculating the number of events processed in a second. We count events only in a simulation target itself and do not count events generated by a simulator such as null messages of Null Message algorithm and anti-messages of Time Warp.

In the experiments in Section IV-B, a single query causes 196 message reception events at most because Gnutella runs on a 2D mesh network and the maximum number of hops (TTL) is 7. The number of events per query is less than 196 if the query reaches bounds of the mesh. Precise counting concludes that $1,000,992 / (196 \times 1,000^2) = 0.5138\%$ of the events decreases by reaching bounds of the mesh. A query reaches its target object at the rate of $113 / 1,000^2 = 0.0113\%$ at most because a query reaches 113 nodes including the issuing node itself. A query-hit yields a replying message and it can increase the number of events by 7. But the product of the number and the rate is small and we neglect it for a conservative approximation. Consequently, the number of events generated by 10,000 queries is a little more than $196 \times 10,000 \times (100 - 0.5138)\%$. We can calculate performance of our simulator based on the number and the execution times.
Table IV shows performance of each simulator calculated as described above. The numbers are very preliminary because the simulation targets, performance of a single computer and the number of computers are different for each simulator. Each computer of the computer cluster used in our experiments is equipped with two 2.40 GHz Xeon processors and Gigabit Ethernet, and it was purchased in 2010. Each computer of the computer cluster used in dPeerSim and PeerSim experiments has two 3.00 GHz Xeon processors and 2+2 Gbps Myrinet in addition to Gigabit Ethernet, and it started to operate in the end of 2004. They are not different in an order of magnitude. The performance of our simulator is about 20 times of dPeerSim and about a quarter of PeerSim. It is not very low even compared with non-distributed PeerSim while dPeerSim is slower than PeerSim in 2 orders of magnitude. Note that of course a parallel simulator such as dPeerSim can process a larger scale of system though it is not fast. An optimistic synchronization protocol Time Warp contributed the high performance of our simulator. Without it, the number of events that can be processed in an iteration of MapReduce is very limited and the number of iterations should increase much.

V. CONCLUSION

We demonstrated that a general-purpose data processing engine can be a solid base of a parallel simulator. Our implementations of the proposed simulator architecture run on widely used engines, Apache Hadoop and Apache Spark. Our simulators could process $10^8$ nodes of Gnutella on 10 computers and the number of computers is expected to scale to thousands as the underlying engines scale. Optimistic simulation with Time Warp enabled our Spark-based simulator to achieve high performance, that is comparable even with a non-distributed simulator. Memory consumption, that is a drawback of Time Warp, could be mitigated by MTW and ATW in return for an increase of simulation time.

Future work includes scalability challenge with thousands of computers. It is also required to confirm how fault-tolerance features provided by the data processing engines work. More detailed evaluation should give an improved understanding of the proposed approach. Experiments for such evaluation include comparison with non-optimistic synchronization and MPI-based implementation. Simulating other targets such as car traffic is interesting while traffic simulation has a tendency to be compute-intensive compared with peer-to-peer simulation. Design of a parallel simulator on other models than MapReduce is stimulating. We have implemented message passing of distributed systems on a distributed graph processing system [36].

dPeerSim processed 320,000 queries on 320,000 nodes running Chord protocol in 1 hour and 6 minutes [10]. Non-distributed PeerSim processed the same situation in 47.46 seconds. The average hop count of Chord with 320,000 nodes is about $1/2 \log_2 320,000 = 9.1439$. Thus the number of message reception events in the situation is 9.1439 hops/query × 320,000 queries. Now we can calculate performance of dPeerSim and PeerSim.

<table>
<thead>
<tr>
<th>Simulator</th>
<th>Events / second</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our simulator</td>
<td>1.41 $\times 10^4$</td>
</tr>
<tr>
<td>with lazy cancellation</td>
<td>5.09 $\times 10^3$</td>
</tr>
<tr>
<td>dPeerSim</td>
<td>7.39 $\times 10^2$</td>
</tr>
<tr>
<td>with 10 computers</td>
<td></td>
</tr>
<tr>
<td>dPeerSim</td>
<td>6.17 $\times 10^4$</td>
</tr>
<tr>
<td>with a computer</td>
<td></td>
</tr>
</tbody>
</table>

Note that these numbers are very preliminary because simulation targets, performance of a single computer and the number of computers for each simulator are different.
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